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Context Chart

IBM’s Integrated Service Management (ISM) framework
can optimize costs and streamline operations

This session is focused on:

VISIBILITY
Integrated Service Management PY Understand health a.nd
performance of services across
See your business your enterprise infrastructure
Industries [ces
for
Design & Delivery
PSR CONTROL
= ‘ Govern and secure complex
Data Centers ‘ infrastructure and ensure regulatory
Manage service risk | compliance
and compliance
AUTOMATION
Drive down cost, minimize human
error and increase productivity
Optimize business
service delivery
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Agenda

= |s this familiar?
“A critical application is ‘broken’. We all get on a bridge
line. My peers say ‘My stuff is okay. It must be the
network.” | need to be able to say it is not the network or at
least not my part of the network.”

» Knowing the problem space
— Configuration issues
— Operational issues

»zEnterprise ... Integrated Service Management

= Scenarios

3 © 2011 IBM Corporation



Configuration Issues — examples

= OSA
— OSA-Express Direct SNMP subagent (IOBSNMP) or OSA/SF application
(IOAOSASF) and the OSA/SF sockets application (IOASNMP) — running?
— RACF for OSA/SF SNMP sub-agent (IOASNMP) — security messages

= SNMP
— Is it configured (SNMPD.CONF)?
— Is OSNMP job running?
— Are you using the right IP address (loopback address, 127.0.0.1)?
— Do you have the right community name (check SNMPD.CONF)?
— Are you using the right port (default is 161)?
— SNMP requests are timing out?

= |PSec
— IKE daemon started?
— PAGENT daemon started?
— IPSec Network Management Interface (NMI) access authorized?

= TN3270 & FTP
— z/0OS Communications Server real-time SMF NMI enabled?
— Monitoring app authorized?
— Sliding window or bucket count data — configured in Telnet server profile?
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Configuration Issues — examples ...

= SNA NMI
— z/0OS Communications Server SNA NMI enabled?
— OMVS segment created for VTAM?
— Monitoring app authorized?

= VTAM
— Is major node running?
— Is SNA data collection configured?
— Is your monitoring app in the VTAMLST?
— Is the PMI exit available to VTAM?
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Configuration Issues — an approach

=

=l

Agent Status - OVIESB - SYSADMIN

File Edit Wiew Help

@-9- 10 EBRSAEE s0REd BQUEBLAEEEREC I TEEADS

EY
#55 Havigator 2 @0H Engemstatus\ ¢ 30D HO X
® < View:iPhysicaI v \\ TCR TCP Collector PAGENT| IKE SHA SNA SMA | Viduallo
= : : i @Igﬂa’( SHMP Parameter Daemon | Dagmon | Collection Callection Collection]  Unit
@E“tefp_"se e Interval Dataset Mame Started | Started | Started Start Time Interval | Mame
{#-{@] “Windows Systems 3:53 1| USER.PARMLIB(KM3ISNMPY | Yes Yes | Yes 04722010 13:19:54 1|0
=t z/05 Spstems
- 0110
=-fi 4085 il
. B-{E&] Mainframe Metworks .
-l IPO3
S N : i
B sua collector Status / « I B0O=x
Coflection | (.20t VTAM| Agent vI/M | Ageni VIAM| POERVAM ) oy ey | pyt| SR | B2 And HPR | ALLHPR | CaM Bufler Reporting | St o0l AN
Time Al | RSl SR L) o RIERH S e et Gallection | Collection Collection LRI
Hame Status Mame Status Enabled Caollection
_04j23n101! [CTDM3N | ACTI | CTON3SR | ACTIY | KH3AMVOO [ACTIVE |Yes  |Yes | Ma | Ves Ves
8 TCP Collector Status > s T DB O %
—geore |t | |ames owr s sue | S, |l | oy | o e | bl
i Enabled | Enabled | Enabled Collection Collection |  Freguen|
| USER.PARMLIB(TCPPROFZ) |TVT4085 9423283 |OSNMPD 1681 lsnmp.. [Yes  |Yes  |Yes  |Yes |fes | Yes |
il | y
| | (B Hub Time: Wed, 05/26/2010 05:53 AM |I® Server Availale | Agent Status - OVIESE - SYSADMIN
9]

Status on:
*SNA NMI
VTAM
PMI
‘PAGENTD
IKED
*OSNMP

Situations/actions
based on status
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Operational Issues

* Divide into 3 “locations”

* Problem sources

-

IP /ICMF

Network
Layer

IP /ICMP

© 2011 IBM Corporation



TCP/IP Key Metrics

Sockets
Sockets
Sockets

- TCP UDP

IP
Interface

Device

= TCP/IP Error Handling
— UDP, IP, and interfaces discard transmission units
— TCP retransmits unacknowledged segments and drops the
connection if retransmission threshold is reached
— Applications that use UDP may retransmit data

» Interfaces key metrics
— Status- Is the interface up or down?
— Discards
* Inbound- indicates possible problem w/ interface, adjacent
node, or network
» Outbound- indicates possible problem w/ interface, IP stack,
or application
— Throughput-- uneven distribution across defined interfaces
indicates possible problems with path to gateway or lack of
network availability

» |P key metrics
— Discards
* Inbound- checksum errors can be caused by problems w/
local interface or problem at adjacent node; security
definition problems; routing errors
» Outbound- security definition problems; routing errors
— Throughput
« Significant drop for extended time can indicate network
problem
+ Significant increase for extended time can indicate application
error.
— Fragmentation/Reassembly: frequent fragmentation/reassembly
can indicate an application problem or an error in a recent network
configuration change

= UDP key metrics
— Discards— checksum errors or no port
— Throughput
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TCP/IP Key Metrics (cont)

» TCP key metrics

— Session count— large change from typical value for a significant
_ amount of time can indicate a problem w/ application, OS, or
- 0 0 network
E E E — Connections dropped- large number during one or more
;8 :’8, :’8, consecutive intervals can indicate problems w/ application, OS, or
network
TCP UDP — Retransmits-- ACKs for data sent not being received
- * Is data being sent successfully and arriving at partner node?
IP * Is partner generating ACKs and successfully sending them?
— Duplicate ACKs— Data being sent is not being received by partner
Interface  Need to figure out whether data is being sent successfully, if

so, then where is it being dropped?
— Segment errors received — checksum errors indicate problem
w/partner endpoint
— Window probes— large numbers can indicate problem w/remote
application
» Partner has closed window (sent a 0 window) and no data
can be sent
* Window probe requests window be opened so data can be
sent
+ If window probe threshold is reached connection is dropped

Device
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*Metrics aggregated at the stack level are & [TCrIP4024]

best high-level indicators for situations (=) 5 TCRIP
[ maT _connection_Count

. . |:| MNAT_Fragmentation_Failure_FPct
Hlstorllcal data can be. analyzed. to [ M3T Fragmentation_ Pet
determine the appropriate situation [ M2T _Input_Discard_Pct

thresholds for your enterprise. [ M2T_output_Discard_Pet

[ maT _Reassermbly Failure_ Pet
[ MaT_Reassembly_Pct

Ll [ MaT_Retransmission_Pct

= TCRIP [ MN3T_Throughput_Rate
[ M3T_DLC Accelerated Bytes [d M3T_UDP_Discard_Pet

|:| M3T_DLZ_Max_Staging_Gueue_Depth

[ M3T_DLC_Read_Deferrals | [TCPIIP Stack Layers|

- N3T_DLC_Rears_Exhausted = [@ TCRiIFP

L NET_IF_Reyv_LHi [ M3T_IP_Input_Discard_Pct

% MIT_IF_LHil [ N3T_IP_Out_Dise
MAT_IF_Amt_Ltil L MaT_IP_Output_Discard_Pct

|:| MAT_Interface_Bandwidth_ LIl
L NaAT_Interface_¥mit_Rcov_Bytes
[ WaT_Pct_IF_Err

[ MaT_Pct IF_In_Err

[ MaT_Pct IF_out_Err

L M3T_Pct_IF_PKt_Disc

[ M3T_Pet_IP_In_Disc

L] MaT_Pet_TCP_ 00O _Sens
[ N3T_TCP_Conn_Drop
L M3T_TCP_Flow _Controls
[ N3T_TCP_In_Errs

] N3T_TCP_Probes
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zEnterprise

Integrated Service Management
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zEnterprise with zBX (z Blade Extension)

&
Purple = Customer managed
L management network

“'

z Hardware Management Console
(zHMC) with Ensemble Management

Yellow = Intra-Node
Management Network

Pink = Customer managed
data network

Network

External Customer

Black = Intra-Ensemble
Data Network (IEDN) Key:

[ ] workioad 1 B workload 2 [ workioad 3
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zEnterprise — Virtual Network view

HMC -zManager

to
other
SEs

zEnterprise Node

Web Server

]

App2

WAS

SE
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ONE Service Management Engine - Leveraging the Strengths of ONE System

Single View of , tonet g
transaction '“Iegra ?
performance solution Tor
One Monitoring Security
Solut|on Management
Other
Datacenter
components
*Windows Integrated Service Management
Linux
*Unix for
*\/irtual Industries

zEnterprise

tar
Design & Delivery

for
Data Centers ‘

One solution for

system automation
One Workload Scheduler One solution for Asset

and recovery of
systems and apps

One Storage

solytion for for Dynamic Workload i/?d Financiatl
Disaster management anagemen
Recovery

14

IBM Advantage

v/ Visibility. Control.

Automation™ with a
SINGLE POINT OF
CONTROL on a
common infrastructure

v Consolidated view of
the IT infrastructure

v Lower training and
maintenance costs

v Integrated,
consolidated
reporting

4 Asset optimization
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Scenarios
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The setting:

A company relies on batch FTP to copy files between a mainframe at headquarters and
each of its retail stores every night (local store time). Sales and inventory data is

uploaded and product and pricing changes are downloaded to the stores. One morning,
a systems administrator notices that some of the files were not updated. He reports the

problem to the IT help desk. The problem is routed to the mainframe networks systems
programmer.
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User reports batch FTP failures

TCP/IP

= Start with checking current activity: FTP transfers & FTP sessions

EH FTP Ses=ion Summary Table F T M E O %
Collection Application FTP. Femuote Femuote Local Local| LserlD Client Session Session| Session
Tirme Mame Type IP Address Fort IP Address FPort | on Semver| Lser D Start End Ciuration
@ | 03/11/08 23:52:22 | FTPD1 Server (965126164 | 3000|9.42451749 2| USER2 08i11/08 236218 | | 1]
[ FTP Tranefer Summary Table
Collection Remote Remote IF Local Local IF| UserlD | Client Role Transmission Transmission | Transmission Traﬁgﬁﬁed Biytes
Time IP Address Port IP Address Fort | on Server| User|D Start End Duration (in GE) Transmitted
[i 081108 23:63:03 | 9.66.126.164 3006 | 94245174 20 | USERZ Sereer | 08111008 23:52:49 | 08M11/08 23530 11420 0 1440054
!i 0811108 23:53:39 | 9.65.126.164 301094245179 | 20| UBER?2 | Server | 0BI11/08 23:53:39 | 0 0 0]
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Check Applications and Connections

ApplicationS: T;:k-prw""s" 3 o 00 I Comresd Datagress Raim =0 N .“:-I
*Accepting connections? QH E“ﬁ!hwwn; L L? | e
“Rate, Backlog, Rejections - IR IR R R R R
-Last activity time SR EHLLILL B ) ‘
*Response Times erems =a
*Retransmissions e e — a— |.sp£%:.?|s;mﬁ§.; —
*Transmit / Receive Rates | ““i{l. . L S— o (o Ty
*Out of order segments HIHHU N = ; : :
-CICS, IMS, WAS, z/OS s G | S S — o

Connections:

Start time/duration
*Response Time
*Response Time Variance
*Retransmissions
*Transmit / Receive Rates
*Out of order segments

i =t L -1 ﬁ-_lJ
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Check OSA and Interfaces

OSA

*Online Status
*Configuration
*Microcode Level
*Utilization

*Transmission Rates
Unknown IP Frames

m] 5 Minute Resource Liiliz...

00O x m] 1 Hour Resource Litilization

ezl Utilizatian
B Froceszor Utilization

PAZI| I R

LR RULEIE,

| »

= 054 Express Channels Summsary

Channel Humber

OFcl utilization
B Frocessor Utilization

.By LPARS Channel Channel Micro Caode Share Fort
-By Ports Device Name |y mper Twpe A 7 evel Subtype | Mode | State | | ieator | Count
=) BEER BE Q5ADIrectExpress 0630 | 97 Shared 1
Interfaces
* Packet Errors
* Bandwidth Utilization
* MTU Size
- ; Transmit | Heceive
Interface L Interface Current| MTU
& [Description : E—! bt Facket | FPacket
Marme Type State Size Rate Bate
& N TCPIRLIME. | IP Assist QDO Ethernet ethernetCsmacd | Up 1492 4312 7449049
& | | OOPBACK, | Loophack softwareLoophack | Lip A55345 =240 aa0
&= | | OOFPBACK | Loophack Device propfirtual (W] a 240 g4a0
2 C5AT Multipath Channel IP Assist Device propiirtual LIt a 4312 74909
@ | F7axcFea | Multinath Channel Print-tn-Print | mor | pown  IETEET nl fl
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Check TCP/IP Stack

*Retransmits - Network congestion

*Out of Order - Routing or network
congestion

*Fragmentation - MTU size sockets| TCP/
*Discards - Resource constraints
*Timeouts - Connectivity
*UDP input Errors - Attack

UDP Discards - Wrong Sockets CSM&B
*High storage utilization - Could indicate Network congestion
*This can result in requests backing up in storage

saoeLIa)u|

TCPAR Stack Lavers Summary Table

I

Litput Feassembly | Reassembly Heﬁgﬁﬁghw Heﬁgﬁﬁghw Fragmentation Fra_l_gnr_réeents Fragmenta
FHoutes Count Fercentage it Percentage ount Gensesmbiled Percenta4
0| G453 | 0| 256 | 2 | 0| 0| |
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Network is OK, then where is the problem?

Check job logs, SYSLOG, and syslogd for clues.

Dataset access issue? FTP session login failure?

File Edit View Help

@-- FH BB AE 002 d d BRWERLOQEEES @7 EEA B

3‘5§§ Havigator : 03 Ll Server Session Login Failures # [ H B % | [l FTP Client Session Count I B 0O =
@ @ Wiew; i Physical br] ;
=@ Mainframe Networks [ 0
I 5] M3AGNT:0172KN3AGENT
= TCPAP A 5., .
=85 TCRIF:0179 L 5 2
B} Address Space el = : o
B} Applications e E e g
B Connections - * (] o
Bk Gateways and Devices g
=L E
o IE G (s = c "
B} Interfaces [v- & @ 2 o
=l e e o o 3
= b5
| Qﬁg Phwszical J User 1D an Sender
m FTP Server Sessio... < [ B 0O % | B FTP Session Summary Table £ 3 BB O %
i I| UserlD Client Session Session Session | Session End Session End F';'?I%TE FLaD'iFulpe
g on Server | User D Start End Duration | Reason Code | Reason Description Reason Code | Reason Description
& 10 (@ ) | USER3 0712008 00:11:56 | 06/1 2008 00:1166 I 0 1| Password_not_valid | «
4 = EEE 08/12(08 00:1216 | 0812008 00:12:16 0 0 1| Password_not_valid |~
Z oo [s 4] | 4
=
| (™ Hub Tirme: Tue, 0271212008 01:03 AN | & server Available | FTF Sessions - IBN-4D3EDB432B0 - SYSADMIN
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Scenario B:
Slow response time in web service

The setting:
A company recently deployed a set of web services that replaced a very high profile
application. The operations team monitors the performance closely. When performance
degrades, its time to investigate...
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Slow response time in web service ...

1.

23

An alert identifies a
response time problem.
Annette, an operator,
determines that slow
response times are
being recorded for the
new web services.

Annette checks the
number of requests and
the message size and
determines this is a

normal volume of traffic.

Annette passes the

issue to Johann, a SME.

@ CRITICAL
|i| Fmaangadize

04:nZB490f e cluizaveli-ancyncl

01/13/08 16:13:35

I [#] Peaponaelizeiricical

[41&20491 7o 1 olalmavell-aeeverl

01712008 Lailaad I
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3] Wt _Tog_spave_Low

% [NECHMATICHAL

|E| Fuulk
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01/13/08 18:13:35

01/13/08 16112135 Araten
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01/13/08 1ai12123 Applinacion
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01712708 16119133

=
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m!mn Portal* mm
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R
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F s Cymmany =3
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=
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.E wl Ratponis Time in Matsconds
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] Bepiet drted.
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Slow response time in web service ...

A, Operation Flow - Ddz:soawint4-servert ¢ 2 D BO xi

3. Johann begins by b il Ll

looking closer at the Fart el 1 02 Name - @ @

web services. Identifies S 7'&, L ﬁ

flows and response time %\m
for each step. g

—EL-;';-, . B B ¥ i

APP Server
4. Problem appears to be =
with the network Web Server cIcs
between the CICS and Client
DB2 servers. These two

LPARSs are connected
by a data center

network. | l\

01 sec 97 sec 06 sec 16 sec
—> < =

<

Measures— = Nt Serv Net Serv
Response Time

0 2sec

Serv
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Slow response time in web service ...

5. Johann views metrics for
connections between CICS
and DB2 on the two LPARSs.

6. Johann notices there have
been retransmits and out-
of-order segments between
CICS and DB2 servers. But

TELE 53 E | |
1 ? . Corrtion s ankat b o | TLPLDO4 |
what is the root cause? - m— | s
42 Havigator H | [ull Response Time Vaiance » Smsec. < 0 5 0 % | [J] Retransmission Rat..
@< Yinws [ Physical =M
: S 20
= B VA2ONGAREKNACENT |
- @ 1P
= ﬁ TLFIP: 4085
B Addiess Space =
B Spphoaiions =
| [ £ —r
Ik I"al e and Davices 4 a
&} o
B Intedacss
Blivis 0,73 (00000004 7
B IFSc Turerels
= b o — :
BT U"F'Merw Shakisbics g
@ TOPA Shack Laves: :
= THN X :
| 4ZE Physical Canmectian Bumbsin b Cannection Mumbauil
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Slow response time in web service ...

B s wiinute Resource Wiliz.. @ B 0 % |M 1 Hour Resource Liilization

7. Johann checks the OSA
cards and discovers the
OSA on the DB2 server
has high PCI and
processor utilization. HE OSA Express Channels Summary

Orci Utilization

FEEERRUE

B Frocessor Utilization

pazI|f) JuanE g

Channel Humber

Channel Channel Micro Code Share FPort
Mumber Type A Level Subtme | Mode | State Indicatar| Count

8_ Further CheCkS reveal El RN Ef D5ADIrectExpress 0x0630 | 97 Shared 1
contention on OSA with ccamo

] cosn-Express Foris Summany
Bahies Made Condgurabion Coedflguration

Othe r L PA RS in th e C EC Qollecton Tieme : Podmrn:! LinkMame Por Tipe Satas Haine Gpoed

" » H 1 |
|S CaUS|ng the TIIRI0A 153438 | DRAR TCRIPLIN . | eneThiusancRasaTERRME. | RnaEien K000 Hosnderacemone | IBM DEful Confof e 1000Base T | oneThousangMofualales

performance issues.

Device Mame

Hardwezre fate Maahbad

£ LPAR Usage Summary for Channed D5 # 20N -B-O X

= 0
Each OSA is dedicated tO | e |1 5z o [ o [opmse [osmemse asae] o [ oo [ dotszie (2o
e Sungysten Feiinute | Ferdlinube | Persinute | PerFive Winulas) ForFie Minutzs | Perfiremnules] PerHng |
MRS 31427 0 | | ke a o ] ol ] i} 0 -
N LPAR b I rv 2008 1 34 21 ; 1 [k 3] i 0 | ] 0 ]
a ! Ut also se ?js EF T ERarEE 0 o i L q il 1 i 0
b OS f 2n 12"'&"{513:‘1423‘ i 2 Lunbneen {I EFI L] Eli i a Q_
as backup OSA for a e I — — ] — —
. 12031 31427 0 4 Lol al [ o o) il 1] 1]
L PAR. Switch other AL RERIST ' T il 7] g 1 0 0 0
A2 M1 31427 | 1] 5 | umkniown nl {1y ] o L} 1] [1 g
LPAR to its primary OSA. * ' =
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The setting:
A multi-tier application framework is being used by a team of programmers to develop a
Java application. The application is stored as large binary objects (BLOBs) in a DB2 on
z/OS database. Each programmer retrieves, changes, and then saves a BLOB. Long
delays that occur sporadically during the save are frustrating the application team.
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DB2 is working, it must be the network ...

Application servers

Load balancers

.
-

.
: .
¢ .
¢ )

-
= L
P .

- - .
- -
-

Application
programmers
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DB2 is working, it must be the network ...

1. Facing revolt from his
team, the team leader
asks the DB2 systems
programmer to check for
performance problems.

2. The DB2 systems
i:!'m;!ﬂﬂ'l.é» 1] m.‘:: ﬁﬂ-il O @ e O Gl OAE @ o 0 @3
prog rammer CheCkS = - W [ —— i 15 £ % | T fom e D1 T Thwamin
thread CPU time, lock b
contention, and query T -

plan, among other things.
He determines that DB2

is not the cause of the s Sl L
slowdown. S o m—

il
[— ~ FE Rt Tin Thu, DOABI000 04140 F
] At (WPt ataiteed
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DB2 is working, it must be the network ...

I e
3. Expecting that the T e R RIet G Ry e?

et . Farnes g camed = D Fackel B =0

problem may be due to £y
an underlying network gnm

problem, the team leader
turns to Johann for help. TR

. ™ : : e o : By . ity O el - Il-u:i'lllrlui-- Parb =_“' 1
4. Johann views the DB2 W = = !;_'::;::E_Z;;_: i R g s, T e i o :;" I
app”cation and I-- " : | -.-- Rl LLLE T e T B b L CIE N e B L

associated connections. I8
Large amounts of datais | , " N
being transferred over it Sl U T
the DB2 connections with

no retransmits or out of

order segments.

L L
ay
ay
‘_.
0y MaTveree Sl Log
‘_.
‘_.
ay

E [l Mefvirs for 208 Apent
= [ oS Sydera
5 ooar il
= Physicdl

TP Connection Data Summary Table

Lol F s wags | Laca Port| Remoto st wass | Raroota par| it | EndTivs [ B | Bt due] Toat e Bt units | wadourn Send
E_RLTRETE .IND .‘31”3!51 1510 O 216 1 5 23140 | | (] o nm. g | -
E_RETRETNH .Il.'lﬂ' .Blflﬂﬁl 1RIE DHATE1Z0T:1 R | | e 0.0 nm g
i | 12700 .ll.'l!i .IITI.'II.'II 15 O H TG 1 T 1354 | | g 0.0 nm g
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DB2 is working, it must be the network ...

5. Interesting... Response
time and response time
variance are higher than Application servers
expected (0.5+ sec, 0.5+). —— Load giancers
Also, much more data is
being sent from DB2 than
received from the remote
system.

Why is ACK from remote e
system taking so long?

6. Working with distributed
network and other SMEs to
identify and resolve.
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Scenario D:
Erratic response times for TN3270 application

The setting:
Users are becoming frustrated at response times with an SNA application. All access is
through TN3270. The response times are on average very fast, but vary widely over the
course of a day.

ZI05 (MVE)
i
:’NE‘HDE: VTAM (serer) Aeslication
+-TN3I270E pratocol T e SNA profocol——————F
i
! TS0
Workstation ¢ TCRIIP ! .
i connection Protocol | Terminal P App

THN3270E i;nn'-.lle-rtar Lu LLr T
client software ! =
-1
o
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Erratic TN3270 response times ...

1.

33

A user opens a trouble
ticket. Annette contacts
the user who identifies a
TN3270 session
(TCPO00072) that exhibits
the erratic behavior.

The average response
time and average SNA
response time are fairly
high. In contrast, average
IP response time is good,
so does not appear to be
a network problem.

SpUOIISI|IN

1200

tZ000491L I

Zoo00daL

Response time

Q00049 L

Response time Variance

Average TH3270 Server Session Besponse Times = 10 M5

£a0004aL

20000491

z2000491 4

esooodoL b

L0004 1

5/000401 4

QL00049L

02000491 1S

geoondaL b

&
3

M 000401

osooodoLd [

LSo00d4aL

soooodaLd

seooodoLd |

SEO0049 L
£E00049 L
stoo0dal §
29000491
geo004a1
LE000401
£8000471 {9

.Dﬁu.rerage IF Response Time
_.Axrerage SHA Responze Time
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3.
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Looking further, the
bucket counts show that
there have been a
number of transactions
with poor response time
and a number with good
response times but not
much in between.

Annette passes the
problem to the SNA
application support team,
which identifies and
resolves the issue.
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High average SNA response time?

Investigate:
*High application workload spike
+z/OS system resource constraints.
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Scenario E:
Application Performance Problem

The setting:
A company is starting to protect more and more of its IP traffic using encryption. The
deployment has gone well and the IT operations staff is trained and ready. A user calls
the help desk because a file transfer is taking a long time.
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z/OS

AN
Enterprise Network
or Intranet

Enterprise Net\\Nork
or Intranet

\
Internet

IPSec traffic

Non-IPSec traffic ===

-

Common Problems and Symptoms:

= Loss of network connectivity between security

_ _ endpoints
= Filter added in wrong order o — Loss of connectivity to applications
— Loss of connectivity to applications — Tunnel activation failures
= Security policies at endpoints are = Cryptographic services unavailable,
incompatible o o misconfigured, or insufficient
— Loss of connectivity to applications — Application performance is slow
— Tunnel activation failures — Loss of connectivity to applications

— Tunnel activation failures
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Application performance problem ...

zzionz = 0 % pplications Summary Takle
Caollection Application | Connection Active
ena Titre Marme Coumnt Cannections
(28] 02/22/0807:44:08 | BPXOINIT 1 0
@ || 02208074408 |FTPDI 3 1
aan @ || 02/22/08 07.44.08 | IKED 4 D
7 02/22/08 07:44:08 | INETD4 4 i
3 02/22/08 07:44:08 | OSMMPD 2 0
3 400 02/22i08 07:44:08 | RXSERVE 2 0
g. e
4 02/22/08 07:44:08 | SYSLOGDS 1 0
A =]
200 @ | 02122008 07:44:08 [V410N3 11 2
u]
: :
: 2
La]
Applications » End user calls help desk because the transfer of large files is
O Total Segments Retransm taklng a Iong tlme'
Erercent Segments Retran . .
» The operator looks at the Applications workspace and sees that

the user's FTP client ID is experiencing retransmissions.
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Application performance problem ...

m] Tunrnel States
= The systems programmer finds the IP

. . Coallecti

filters for src/dst IP address, then finds the Time Tunnel 1D
associated dynamic tunnels 50 02/22/08 07:51.08 | Y620 t
) ) Q22208 07:51:08 | %620 {
» There are a high number of expired o 02/22/08 07:51:08 | Y620 :
t I Q22208 07:51:08 | %620 {
unneis. 02(72/08 07:51:08 | Y213 ‘
. . , ] Q222008 07:51:08 | %212 {
» The tunnel associated with the user’s g * Eiz:;:g o 02/22/08 07.51.08 | 214 i
transfer has data rates of 0 and there are E ElFending and Incomplete g;ggg g;ggg ng :
many tunnels with the same tunnel ID “ —E 02/22/08 075108 | ¥201 {
H H H H Q222008 07:41:08 | Y620 {
|pd|cat|ng it has been refreshed many . AR RE Ty (
t|meS. Q222008 07:41:08 | Y620 {
Q22208 07:51:08 | Y620 {
0 Q222008 07:41:08 | Y620 {

TeFIP d ] |

Turnel 1D | seurt o ot | et Packets | FECKE
Hnne Enecf;n”itgt Enec;:;nnitr\{t Packets (n G) | Packets | Packets (n )| Packets | ~2Ckets (in G | Packets AEEE | Rate
|9.42 45206 |9.42 45114 | 0| 0| 0| 0| o 1] o o 0|
YEZ0 9.42.45.206 | 0.42.45.114 0 0 0 0 0 0 0 0 0
620 9.42.45.206 | 09.42.45.114 0 0 0 0 0 0 0 0 0
vEZ0 9.42.45.206 | 9.42.45.114 0 0 0 0 0 0 0 0 0
620 84745306 | 04245114 0 0 0 0 0 0 0 0 0
620 04745306 | 04745114 0 0 0 0 0 0 0 0 0
vEZ0 9.42.45.306 | 0.42.45114 o 0 o o 0 0 0 0 0
G20 9.42.45.206 | 0.42.45114 0 0 0 0 0 0 0 0 0
620 9.42.45.206 | 9.42.45.114 0 0 0 0 0 0 0 0 0
620 9.42.45.206 | 9.42.45.114 0 0 0 0 0 0 0 0 0
V620 84745306 | 04245114 o o o o o o o o o
620 B4745206 | 04245114 o o o o o o o o o
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Application performance problem ...

» The systems programmer examines the tunnel refresh and expiration information.

» The tunnel is being refreshed every 2 to 10 seconds.

» The systems programmer corrects the refresh time for the tunnel, which fixes the performance problem.

39

Dynamic P Tunnelz By Tunnel D

=
=2
=3
=3
i(e=)
D)
D)
=2
=3
=3

C

Life Life WPM Life -
1| ET%I'I'SEE’[E Life Size Egrgag Exp!ratinn Hefresh E}:p!ratinn A&tg{ﬁg?jn
Time Time Time
0| 32768 | 02022008 07:52:08 | 02/22/0807:51:58 | 0223008 07:44:13 | ONDEMAND
a J2TED 24987 ) QZ22M3 075206 | 022208 07:51:52 | 022208 074412 | OMNDEMAND
I J2TRE 2B249 ) 0208 07:42:058 | 022208 07:591:54 | 022208 07:44:13 | ORDEMAND
I J2TRE 210 Q22208 07:42:04 | 022208 07:591:54 | 022208 07:44:13 | ORDEMAND
I J2TRE 2B125 | Q2208 07:42:02 | 022208 07:591:450 | 022308 07:44:13 | ORDEMAND
o J2T68 27834 Q22M307A2:01 | 022208 07:51:52 | 0222008 07:44:12 | ORDEMAND
a J2TED 23807 | QZ22M3 078189 | 022208 07:51:43 | 0222008 07:44:12 | ORDEMARND
a J2TED 24314 ) QZ22M3 078188 | 022208 07:51:43 | 0222008 07:44:12 | ORDEMARND
a J2TED 2ETT0 ) QZ22M3 078186 | 022208075147 | 0222008 07:44:12 | ORDEMARND
a J2TED 20679 QZ22M3 078184 | 022208 07:51:42 | 02722/08 074412 | ONDEMAMD
a J2TED 2BBES | Q222M3 078182 | 022208 07:51:42 | 0222/08 074412 | ONDEMAND
g J2TED ATET1 | Q222M307a1:81 | 022208 07:51:42 | 0/22/08 07:44:132 | OMNDEMAND
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Questions?

Identifying and Solving Network Performance Problems on
zEnterprise

Dean Butler (butlerde@us.ibm.com)
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